TRIP - a computer algebra system dedicated to celestial mechanics and perturbation series
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ABSTRACT
TRIP is an interactive computer algebra system that is devoted to perturbation series computations, and specially adapted to celestial mechanics. Its development started in 1988, as an upgrade of the special purpose FORTRAN routines elaborated by J. Laskar for the demonstration of the chaotic behavior of the Solar System. TRIP is now a mature and efficient tool for handling multivariate generalized power series, and contains also a numerical kernel. A limited version of TRIP is freely available on the WEB at www.imcce.fr/trip.

1. INTRODUCTION
Since the onset of computers, astronomers have searched to automate the computation of the analytical series that Le Verrier or Delaunay used to perform by hand in daunting tasks that lasted for several years. Astronomers have thus been among the first to use computers to perform analytical calculations, developing programs to manipulate their series. These programs were usually dedicated and more like a set of routines usable through a programming language. Among them, one should quote MAO, written in FORTRAN and then PL/1[32, 10], TRIGMAN (in FORTRAN)[22, 23], CAMAL [2, 3, 14] as well as several other ones between 1970 and 1990 that were written in various languages, such as FORTRAN[5, 9, 6, 8] or LISP[10]. For a detailed review on computer algebra systems in celestial mechanics, one can consult [4, 20, 7]. A spectacular outcome of these efforts was the verification of Delaunay’s Lunar theory, which revealed to be correct up to order 9, except for one erroneous coefficient at order 7 in the computation of the reduced Hamiltonian[11].

Twenty years ago, none of the general purpose computer algebra systems could handle the most standard perturbational equations in celestial mechanics. Therefore, when J. Laskar undertook his analytical averaging of the gravitational equations for the computation of the long-time behavior of the Solar System, he also had to write some very dedicated FORTRAN programs that hid most of the analytical computations in the series products or derivations[24]. Using these tools, he could then compute to a never reached state a 150 000 terms complex polynomial in 32 variables that was then numerically integrated for the demonstration that the Solar System planetary motion is chaotic[25, 26].

The problem of these efficient, but dedicated routines is that they were not very flexible and requested specific programming for each different application. The absence, at this time, of any available efficient general computer algebra tool led then J. Laskar to start the development of TRIP, an interactive computer algebra system dedicated to celestial mechanics and perturbation methods[27].

Although it has been essentially developed by two persons (J. Laskar and M. Gastineau since 1998), with the help of several master students, TRIP is now a mature tool, that has somewhat reached our goal in being both as efficient as the first dedicated FORTRAN routines used for the Solar System stability computations, and as easy to use as a general computer algebra system. TRIP is currently used in our group for celestial mechanics computations[28, 29, 31], and the numerical kernel with limited algebraic capabilities is freely available on the WEB at www.imcce.fr/trip.

2. FEATURES
TRIP has its own procedural language and provides a command line interface to execute the user command. This procedural language supports loops, such as while and for statements, and conditional instructions, such as if-then-else and switch-case statement. Function arguments are passed by value or by reference. The interpreter converts the source code to an abstract syntax tree to optimize the code before execution. TRIP embeds two kernels, a symbolic and a numerical kernel. This numerical kernel communicates with Gnuplot [21] or Grace [33] to plot the graphics and allows one to plot the numerical evaluation of symbolic objects.

Several kinds of objects are managed by this interpreter, such as variables, characters string, arrays, numerical vectors, truncations, series, .... In TRIP, the truncations are indeed formal objects. Our software is very flexible concerning truncation, which can be defined as total degree in various sets of variables, or partial degrees in a given variable. All these can be combined as lists. The user thus defines truncation independently of the computations, and
activates a truncation when needed. The multivariate gen-
eralized power series (1) are the main objects in the symbolic
kernel [27].

\[ S(X_{1 \ldots n}, \lambda_{1 \ldots m}) = \sum C_{j,k} X_1^{j_1} \cdots X_n^{j_n} \exp(-k_1 \lambda_1 + \cdots + k_m \lambda_m) \]  

(1)

The complex expressions of the form \( \exp^{\lambda_n} \) are encoded as variables, so negative exponents are permitted. The num-
ber and the degree of the variables in these series is limited to a signed 32-bit integer on all operating systems. The or-
der of the variables is automatically handled by the kernel or can be changed by the user. The coefficients \( C_{j,k} \) can be num-
berical coefficients or rational functions. The user controls the kind of numerical coefficients used during the session. Several types of numerical coefficients are supported

- double and quadruple precision floating-point numbers.
- multiple precision integer or rational numbers through the GNU MP library [19].
- fixed rational numbers.
- double and quadruple precision floating-point interval.
- complex numbers with the same previous attributes.

Series representation

As TRIP is tuned to compute large series with millions of terms depending on several variables, the internal representa-
tion of these series in the computer memory should depend on their sparsity in the studied problem. For example, some symmetries are present in celestial mechanics problems, such as d’Alembert relations in the planetary motion (see Laskar, [24]). This implies that sparse series appear during compu-
tations. Most of computer algebra systems support only one representation for polynomials or power series, such as recursive list or distributed list. Instead TRIP supports multiple memory representations of the series, which are selected by the user.

- **recursive sparse.** The polynomial in \( n \) variables is considered as a polynomial in one variable with coef-
ficients in the polynomial ring in \( n - 1 \) variables. The polynomial is stored in a recursive list. Each element of this list contains the exponent and the non-zero co-
eficients. These coefficients are in the polynomial ring in \( n - 1 \) variables and are recursive lists too. When a coefficient is a polynomial, a reference to this poly-
omial is stored in the element.

- **recursive dense.** This representation is similar to the previous one but instead of storing the coefficient and exponent in a recursive list, only the coefficients are stored in a dense vector. The minimal and maximal degree are kept in the header of the array. All coefficients are stored, as well as the zero coefficients, between the minimal and maximal degree.

- **homogeneous polynomials.** The recursive struc-
tures introduce many memory references which pro-
duce less locality of the data. Indeed, most of the time, the pointer does not reference the memory block just after the structure which owns this pointer but it references any location in memory. Modern processors have multiple levels of cache (up to 3 for the moment) which have different access time. The closer the data is from the processor element, the faster is the access to the data.

This representation stores in the same memory block, noted \( BH_\delta(X_1, \ldots, X_n) \), all terms which have the same total degree \( \delta \). \( S(X_{1 \ldots n}, \lambda_{1 \ldots m}) \) is represented as

\[ S(X, \lambda) = \sum \delta \cdot k \cdot BH_\delta(X_{1 \ldots n}) \exp(-k_1 \lambda_1 + \cdots + k_m \lambda_m) \]

TRIP stores the numerical coefficients of the terms of degree \( \delta \), even zero, into the same array. The expo-

- **d’Alembert polynomials.** The d’Alembert relations on the degree of the variables in the planetary motion imply that some terms never exist during the computa-
tion of the series. So the exponent table of polynomials could be rewritten taking into account these relations. The size of the exponent table is reduced by a large factor. The d’Alembert representation is the same as the homogeneous representation except the exponent table.

In the recursive data structures, as the leaf nodes always contain numerical coefficients, the generic containers of the leaf nodes could be replaced by optimized containers. These generic containers require additional processing to check the data type and select the adequate algorithm for the compu-
tation. This improvement reduces the execution time by a factor 2 with multiple-precision integers [17] and up to a fac-
tor 4 with the double-precision floating-point numbers due to the better usage of the SIMD pipelines.

Operations

Many operations on these series are available, such as deriv-
ation, integration, exponentiation, fast evaluation, substi-
tution and selection of terms. . . . TRIP embeds useful func-
tions for the Celestial mechanics, such as Poisson brackets, expansions of the basic functions of the two-body problem ( \( r/a, \cos E, \ldots \)).

As these operations rely on products, the series multiplica-
tion has been tuned and takes advantage of the multiple pro-
cessors and cores available on several computers. The naive (term by term) algorithm for the product is used because the series are sparse and have low degrees in most of cele-
stial mechanics problems. To reduce the creation of many temporary objects during the multiplication of the multi-
variate polynomials, a Fused-Multiply-Add algorithm [17] is im-
plemented. The computation is distributed on the mul-
tiple processor elements using a task-stealing model. Each
Communications

As users need functions which are not available in TRIP but exist in some more general computer algebra system, such as Maple, a communication layer is available to exchange objects between TRIP and the other computer algebra systems and to perform remote computations on them. The first mechanism uses the standard MathML 2.0 [1] to exchange data with Maple. But the semantics of the exchanged objects is not well defined in the standard MathML. The new communication layer uses the emerging "Symbolic Computation Software Composability Protocol" (SCSCP) [16], based on the remote procedure call model and allows the communications between any SCSCP-compliant software located on the same or different machine. This protocol encodes the messages and the mathematical objects in the OpenMath format [34]. TRIP uses the open-source "SCSCP C Library" [18] to support this protocol.

3. PERFORMANCE

To compare the efficiency of the implementation of the full product on sparse polynomials, the following benchmarks from [13] and [30] compare the representations of TRIP to other computer algebra systems on one core. Only the SDMP library [30] and TRIP take advantage of multiple cores, their comparisons are performed on eight cores too.

The following computations are performed over \( \mathbb{Z} \) on an Intel Xeon 5570 with 8 cores. The integers are encoded using a mixed representation, hardware integers or GMP integers depending on their value, for TRIP, Maple and SDMP. The representations of TRIP are recursive dense with a generic container for the leaf nodes (RDG), recursive sparse with a generic container for the leaf nodes (RSG), recursive dense with an optimized container for the leaf nodes (RDO), recursive sparse with an optimized container for the leaf nodes (RSO) and homogeneous polynomials (BH).

<table>
<thead>
<tr>
<th></th>
<th>( p_1 = f_1 \times g_1 )</th>
<th>( p_2 = f_2 \times g_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 core</td>
<td>8 cores</td>
</tr>
<tr>
<td></td>
<td>1 core</td>
<td>8 cores</td>
</tr>
<tr>
<td>Maple 13</td>
<td>143.70</td>
<td>2310.23</td>
</tr>
<tr>
<td>Singular 3.1.1</td>
<td>726.70</td>
<td>398.86</td>
</tr>
<tr>
<td>SDMP</td>
<td>59.83</td>
<td>3.87</td>
</tr>
<tr>
<td></td>
<td>13.29</td>
<td>11.63</td>
</tr>
<tr>
<td>TRIP 1.1</td>
<td>59.89</td>
<td>7.82</td>
</tr>
<tr>
<td></td>
<td>22.47</td>
<td>3.32</td>
</tr>
<tr>
<td>RSG</td>
<td>65.26</td>
<td>8.72</td>
</tr>
<tr>
<td></td>
<td>19.64</td>
<td>2.99</td>
</tr>
<tr>
<td>RDO</td>
<td>22.56</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>19.63</td>
<td>3.03</td>
</tr>
<tr>
<td>RSO</td>
<td>28.72</td>
<td>3.76</td>
</tr>
<tr>
<td></td>
<td>16.54</td>
<td>2.52</td>
</tr>
<tr>
<td>BH</td>
<td>3.99</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>64.42</td>
<td>14.12</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
  f_1 & = (1 + x + y + z + t)^30 \\
  g_1 & = f_1 + 1 \\
  f_2 & = (1 + x + y + 2x^2 + 3y^3 + 5u^5)^16 \\
  g_2 & = (1 + u + t + 2x^2 + 3y^3 + 5u^5)^16
\end{align*}
\]

TRIP has better timing if the optimized containers are used for the leaf nodes. SDMP has similar timings to the generic containers of TRIP on the first example. With 8 cores, SDMP has a super linear speedup and TRIP has only a linear speedup for all representations. On the second example, SDMP has better timings on one core but has difficulty in taking advantage of eight cores. It reduces the execution timing to 5.7 seconds (speedup of 2.33) with only 5 threads. TRIP continues to have almost linear speedup on eight cores and obtains much better timings.

The timings of the homogeneous polynomials do not include the time to initialize the addressing table for the product. This initialization is performed only one time per session. The time to build the addressing table is about 24 seconds for the \( f_1 \times g_1 \).

4. PRESENTATION AT ISSAC

The presentation will consist of

1. A slide explaining the reasons for the design of TRIP.
2. A slide giving the features available in TRIP.
3. A picture of the internal architecture.
4. A slide showing the representation of the series available in the software.
5. A benchmark slide detailing the recent improvement of the multiplication of the polynomials.
6. A demonstration of the usage of SCSCP to compute the expansion of the two-body problem on the TRIP server-side and retrieve the result in a second computer algebra system.
7. A demonstration of the computation of the disturbing function and showing the cpu usage.
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